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Abstract 

Monoclinic crystals of Bacillus stearothermophilus 
tryptophanyl-tRNA synthetase grown in the presence 
of substrate trytophan (space group P21) display 
evidence of a low-resolution trigonal space group 
(P321). The origin and averaging transformations for 
the local 32 point group of this unusually clear sixfold 
non-crystallographic symmetry may be inferred 
without prior estimation of the electron density. This 
local symmetry was exploited in conjunction with 
solvent density contrast variation to determine the 
shape of the molecular envelope. X-ray intensities 
measured from crystals equilibrated in mother liquors 
of three different electron densities were used to esti- 
mate three parameters for each reflection: the 
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modulus of the envelope transform, ]Gh]; and com- 
ponents, Xh and Yh, relative to Gh, of the structure- 
factor vector for the transform of intramolecular 
density fluctuations. The moduli {IGhl} behave some- 
what like structure-factor amplitudes from small- 
molecule crystals, and estimation of their unknown 
phases was successfully carried out by statistical 
direct methods. Reflections to 18 ,~ resolution, which 
obey rather well the symmetry of space group P321, 
were merged to produce an asymmetric unit in that 
space group. I Ghl values for the 34 strongest of these 
were phased using the small-molecule direct-methods 
package MITHRIL [Gilmore (1984). J. Appl Cryst. 
17, 42-46]. The best phase set was expanded back to 
the P2~ lattice and negative density was truncated 
to generate initial phases for all reflections to 18 
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resolution. Phase refinement by iterative imposition 
of the local 32 symmetry produced an envelope with 
convincing features consistent with known properties 
of the enzyme. The envelope implies that the tryp- 
tophanyl-tRNA synthetase dimer is an elongated 
structure with an axial ratio of about 4: 1, in which 
the monomers have two distinct domains of unequal 
size. The smaller of these occurs at the dimer interface, 
and resembles the nucleotide binding portion of the 
tyrosyl-tRNA synthetase. It may therefore contain the 
amino-terminal one hundred or so residues, including 
all three cysteines, previously suggested to comprise 
a nucleotide-binding domain in the tryptophanyl 
enzyme. A purely crystallographic test of the overall 
features of this envelope was carried out by transport- 
ing it to a tetragonal crystal form of the same protein 
in which the asymmetric unit is a monomer. The small 
domain fits snugly inside three mercury and one gold 
heavy-atom binding sites for this crystal form; and 
symmetry-related molecules provide excellent, but 
very different, lattice contacts in nearly all directions. 

Introduction 

Bacillus s tearo thermophi lus  tryptophanyl-tRNA syn- 
thetase is a dimer of identical 37 000 dalton subunits 
(Fersht, Ashford, Bruton, Jakes, Koch & Hartley, 
1975). It crystallizes in several different space groups, 
depending only on the bound ligands (Carter & Car- 
ter, 1979; Coleman & Carter, 1984; Carter& Coleman, 
1984). This crystal polymorphism and complementary 
fluorescence experiments (Andrews et al., 1985; Merle 
et al., 1986) suggest that the different crystal forms 
represent important conformational differences 
related to catalysis (Carter & Coleman, 1984). This 
very conformational flexibility has been disadvan- 
tageous because heavy-atom binding tends to destroy 
the isomorphism between parent and derivatized crys- 
tals, and it has not yet been possible to phase structure 
factors for any of the crystal forms by isomorphous 
replacement. Crystal form type II*, grown in the 
presence of tryptophan and belonging to space group 
P21, has three enzyme dimers in the asymmetric unit. 
Evidence for trigonal space group P321 at low resol- 
ution suggests that these three dimers are arranged 
about a local threefold axis nearly parallel to the 
crystallographic c axis, with molecular dyads along 
local twofold directions such that the local 32 point 
group symmetry of the asymmetric unit is very nearly 
crystallographic at low resolution. Thus, both origin 
and averaging transformations for the local 32 point 
group can be deduced from the diffraction pattern 
and employed from the outset. This additional source 
of phase information makes crystal form II* an 
unusually favorable candidate for direct approaches 
to phase determination. 

Numerous recent articles have put forward the 
possible role of a maximum-entropy criterion as an 

aid to direct phase determination (Bricogne, 1982a, 
1984; Collins, 1982; Wilkins, Varghese & Lehmann, 
1983; Piro, 1983; Narayan & Nityananda, 1982; Brit- 
ten & Collins, 1982). Bricogne has shown in particular 
that entropy maximization provides a better pro- 
cedure for calculating joint and conditional probabil- 
ity distributions of structure factors than those used 
in traditional direct methods (Bricogne, 1984). This 
is especially so in macromolecular crystallography, 
where the existence of solvent channels gives rise 
to strongly non-uniform distributions of atoms 
(Bricogne, 1988). The latter circumstance was also 
shown to lead to a strengthening of phase relations 
which had not been anticipated by direct methods, 
and which explains in statistical terms the power of 
solvent flattening at improving phases. These argu- 
ments have led us to seek to determine the molecular 
envelope by experimental means, so as to provide a 
firm starting point for subsequent direct phase 
extension. As the initial step in applying this approach 
to a new structure determination, we have combined 
the non-crystallographic symmetry in type I I* crystals 
with X-ray density contrast variation (§ 1) to deter- 
mine phases for the transform of the molecular 
envelope directly from its experimentally determined 
amplitudes (§ 2). 

I. The contrast-variation method 

Low-resolution X-ray intensities are not readily 
related to the transform of the molecular envelope 
because the mother liquor in crystals often nearly 
matches the mean protein density, significantly reduc- 
ing the contrast at low resolution. Moreover, most 
macromolecular data-collection procedures are not 
designed for measuring accurate low-resolution data. 
As a result, agreement between observed and calcu- 
lated structure factors for well refined macro- 
molecular structures is nearly alwa~cs poor for low- 
resolution reflections (below 10-15 A), and these are 
therefore normally omitted from structure refine- 
ments and from published structure-factor lists. 

Nevertheless, it is possible to enhance the enve- 
lope transform signal in low-resolution reflection 
intensities by modifying the solvent electron density 
in macromolecular crystals, and to exploit it in the 
structure solution (Bragg & Perutz, 1952; Harrison, 
1969; Jack, Harrison & Crowther, 1975; Harrison & 
Jack, 1975; Ibel & Stuhrmann, 1975; Roth, Lewit- 
Bentley & Bentley, 1984; Bentley, Lewit-Bentley, 
Finch, Podjarny & Roth, 1984; Moras et al., 1983; 
Podjarny, Rees et al., 1987). The present study is 
motivated by three precedents: 

(1) Bragg & Perutz (1952) showed that diffracted 
intensities could be changed by altering the salt 
concentration and hence the electron density of the 
crystal mother liquor. They noted that changes in 
centrosymmetric structure-factor amplitudes are 
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directly proportional to the transform of solvent- 
accessible volumes in the crystal. Diffraction effects 
arising from intramolecular texture are not affected 
by changes in solvent electron density, and occur 
mainly at higher resolution. Contrast-variation 
intensity changes therefore provide information only 
about the macromolecular boundary. The resulting 
structure-factor differences were interpreted as ampli- 
tudes for the transform of an ellipsoidal envelope, 
and phases were estimated for centric reflections 
using a minimum-wavelength principle and intensity 
measurements from shrinkage states. 

(2) Harrison and his co-workers supplemented 
low-resolution contrast-variation data with a three- 
dimensional reconstruction of the tomato bushy- 
stunt virus particle obtained by electron microscopy 
(Harrison, 1969; Jack et al., 1975). The reconstruction 
represented stain-accessible regions of the particle 
and hence the envelope itself. Appropriately scaled 
structure factors calculated by Fourier inversion of 
the reconstruction provided structure-factor vector 
differences between observed structure factors, whose 
amplitudes had been measured at different salt con- 
centrations. These were used as heavy-atom structure- 
factor vectors, and phases were determined for both 
centric and acentric reflections by analogy with a 
single-isomorphous-replacement calculation. Phases 
obtained in this manner were sufficiently good that 
even minor heavy-atom positions could be correctly 
deduced from difference Fourier maps (Harrison & 
Jack, 1975). Electron density maps calculated with 
these phases and the X-ray amplitudes also revealed 
several minor artefacts in the three-dimensional 
reconstructions. 

(3) Ibel & Stuhrmann (1975) explicitly related the 
contrast dependence of solution scattering to basic 
scattering functions arising separately from the solute 
shape and its internal fluctuations and showed that 
these functions could be recovered from a contrast- 
variation series. Since the neutron scattering cross 
section of water can be changed dramatically by 
mixing deuterated water in defined proportions, their 
analysis has since made it possible to use contrast- 
variation neutron diffraction measurements in solving 
macromolecular crystal structures at low resolution 
(Roth et al., 1984; Bentley, Lewit-Bentley, Finch, 
Podjarny & Roth, 1984; Moras et al., 1983; Podjarny, 
Rees et al., 1987). The linear dependence of the 
complex structure factor on the contrast can be used 
to scale contrast-variation data sets together and 
extract relative phase information for the series (Roth 
et al., 1984). These applications have used phase 
differences at different contrasts to image separately 
protein and nucleic-acid components of nucleo- 
protein complexes. 

Our use of contrast variation is a natural extension 
of these ideas. We have explicitly separated diffrac- 
tion effects due to the envelope from those due to 

internal density fluctuations. As will be described in 
the following section, analysis of the contrast sensitiv- 
ity of individual reflections gives rise to an extrapo- 
lated set of structure-factor amplitudes. Enhanced 
contrast in these new amplitudes, and elimination of 
effects due to internal density fluctuations, mean that 
statistical correlations between them are much 
stronger than those between observed amplitudes at 
any contrast. One consequence of using amplitudes 
from the envelope transform is therefore to increase 
the effectiveness of direct phasing methods which 
depend on these correlations. We have determined 
these amplitudes experimentally using X-ray diffrac- 
tion, and used direct methods to determine their 
unknown phases and hence the molecular envelope. 

1.1. The envelope indicator funct ion ,  Xu,  and  its 
structure factors ,  { Gh} 

The indicator function, Xv  (Bricogne, 1974), of the 
solvent, excluding volume U is defined to have a 
value of one within and a value of zero outside this 
region. A complementary indicator, Xv-u, is similarly 
defined for the solvent-accessible region, V - U ,  
where V is the unit-cell volume. This construction 
demarcates between a volume containing atoms of 
the protein or macromolecule, and one containing 
only rapidly rearranging solvent molecules. In con- 
trast to the well defined positions and low temperature 
factors which characterize atoms in the macro- 
molecule, solvent atoms have very large temperature 
factors, and thus generate an approximately uniform 
electron density. The total electron density can be 
written as a sum of terms involving convolutions of 
the two indicator functions with the corresponding 
Gaussian distributions of the mean protein and sol- 
vent-atom excursions. If we let the protein-atom 
excursions be contained implicitly in the definition 
of pp, the protein density, we have 

p(x) = {p.,*[(4rr/B.,) s/2 exp (-47r21lxl12/B,)]} x X v - u  

+ [pp + (pp - p~)] x xtJ ( 1 ) 

where p.,=solvent electron density, pv=electron 
density within the protein volume, #p = mean electron 
density within the protein volume, B., = isotropic tem- 
perature factor for solvent atoms, and * denotes con- 
volution and x denotes multiplication. 

Complementarity of the two indicator functions 
implies that Xv-v = 1 -Xu,  so this expression can be 
simplified. Inverse Fourier transformation (~)  of the 
result gives for the structure factors 

Fh = [p., x V x 8o.,] + [G - P., x exp ( -  B.,S 2) ] 

x , ~ [ x u  ]h + ~ [ ( p ~  - P,) x x u  ] (2) 

where S = (sin 0)/A and 6o.h is the Kronecker delta 
symbol. 
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Of the three resulting terms, the first contributes 
only to the Fooo term; the third contributes only to 
the remaining structure factors, and may be simplified 
to # ( P p - t p )  since the protein density has U as an 
envelope. Thus, structure-factor vectors become. 

F,,,,o = p, x V + (#p - p, ) x U 

= t p x  U + p ,  x ( V -  U)  (3) 

Fh ~,(, = [#p -- exp ( -  B,S2)p.,.] x Oh + Zlh 

where Oh = the Fourier transform of the envelope at 
h, and 3 h = t h e  Fourier transform of the internal 
density fluctuation {pp-tip}. 

Expression (3) shows how experimental measure- 
ments of a F,,h~,h at different contrasts (i) can be used 
to separate the transform of the envelope from that 
of the internal fluctuations. The coefficient of Gh is 
the mean density difference between solvent and pro- 
tein, and is called the contrast (Stuhrmann & Kirste, 
1965; Roth et al., 1984; Jacrot, 1976). Simulations of 
the behavior of quantities related by (3) (Carter, 
Dumas & Bricogne, unpublished results; Dumas, 
1988), described briefly in § 2.3 and to be described 
in more detail separately, support the following com- 
ments: 

(i) The transform, Oh, of the indicator function 
determines the magnitude of the solvent-contrast 
dependence of i Fob~,h. For reflections at which Gh is 

i zero, Fobs.,, will consist entirely of the fluctuation 
term, and these will be insensitive to contrast vari- 
ation. The power spectrum of lOb I in simulated data 
sets declines sharply to approximately the scale of 
the fluctuation term at moderate resolution (5-7/~).  

(ii) The {IOhl} values span a greatly extended 
dynamic range, compared with the {IF~ob.,,h]}, as a 
result of enhanced contrast. Solvent electron densities 
in a crystal will generally be close to that of the 
macromolecular component. For example, the mean 
electron density of a protein is approximately 

- 3  0-425 e/~ ; that of 4 M ammonium sulfate, often 
used to stabilize protein crystals for data collection, 
is 0.408 e/~-3. Under these conditions contributions 

i to Fob~,h from diffraction by the envelope component, 
Xu, are only about 0.02/0.425 = 5% of the actual Gh, 
whatever that value may be. Large intensity changes 
for low-order reflections which accompany changes 
in solvent density indicate that these IGhl values are 
very much larger than the corresponding I F'obs.hj. 

(iii) The resolution to which IGhl can be estimated 
reliably by experimentally changing the electron 
density of the mother liquor in equilibrium with the 
crystal is limited by the fact that the highly thermal- 
ized solvent atoms tend to increase the contribution 

i of the envelope transform to I Fo~,~,hl thereby reducing 
the masking effect of the solvent at higher resolu- 
tion. From (3), assuming the same temperature 
factor for all solvent atoms, II ' - Fo ,,hl I I = Fo ..I 
exp ( -B ,  S2)(p{-p l , )x  I Ohl. Thus, contrast-variation 

differences represent a smaller fraction of IGh] at 
higher resolution. 

A semi-quantitative assessment of the strength of 
the contrast-variation signal can be obtained from the 
resolution dependence of the correlation coefficients 

i between I Fobs,h] for different contrasts. This statistic 
is quite variable at very low resolution, but increases 
asymptotically to about 1.0 for simulated and to 
>0.85 for our experimental contrast-variation data 
sets. For the former, which did not include the effects 
of high thermal parameters for solvent atoms, the 
asymptote occurs at about 12.5/~, whereas for the 
experimental data it occurs at about 16/~. In practice, 
the contrast-variation signal will depend on the 
accuracy of the intensity data. 

(iv) The structure-factor expression (3) provides 
natural parameters for the extrapolation to zero sol- 
vent density. Since components sum vectorially in the 
complex plane, the observed structure-factor vector, 
Fiob~,h, can be written as the resultant of three vectors 
as shown in the Harker construction in Fig. l (a) ,  
where all ignorance of phase is absorbed into the G 
component by assuming an arbitrary phase of 0 ° for 
Gh. Two of these are always antiparallel and propor- 
tional to ]Ghl and separately to the temperature- 
factor-weighted mean electron densities of protein 
and solvent compartments. If the components of d 
are X and Y, then the calculated structure-factor 
amplitude for contrast i becomes 

i i (  "~ i IF~ ,d=  K {X +[~p-exp(-B~S-)p., .] 

x IGIF+ y2),/2. (4) 
i The contrast-variation series provides sets {IFob,I}, 

from which one can extrapolate to maximum contrast 
and estimate separately the structure-factor ampli- 
tudes for the molecular envelope and the density 
fluctuations within it. Least-squares refinement 

V o - -211F  i against the closure error residual, Y.i/_.h h t. ob.~ - 
Fca,d} , provides a way to estimate both ]C;[ and A, 

to within a sign ambiguity involving the imaginary 
component Y. If the solvent for any contrast contains 
anomalous scatterers, the sign of Y can also be esti- 
mated from the resulting Bijvoet differences (Fig. 
lb).* In practice, it is necessary also to refine scale 
constants, K', for all but one contrast, which is kept 
constant. 

(v) The parameters Xh and Yh represent both the 
magnitude of Ah and the phase difference between 
Gh and Ah. Thus, once phases are found for I ohl, 
estimates are available for Zlh. This choice of par- 
ameters differs from that given by Worcester & Franks 
(1976), in which the independent variable is the scat- 
tering density of the solvent, rather than the contrast, 
and for which the 'slope' parameter is Oh, and the 

* W e  a re  g r a t e f u l  to Ha l  W y c k o f f  for  s u g g e s t i n g  t he  use  o f  
a n o m a l o u s  s c a t t e r e r s  in  the  s o l v e n t .  
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'intercept' parameter is the structure factor for uncon- 
trasted protein, Fprot : 

F'ob~.h = Fwot.h - p~ x Gh. 

With this formulation the fluctuation term, A,,, is still 
embedded in the Fwot.h term; there is no compelling 
reason to associate the ignorance of phase with either 
of the two components. Roth et al. (1984) obtained 
relative phase differences between contrasts using this 
formulation. 

1.2. Phase determination for {IG I}, structure-factor 
amplitudes for the molecular envelope 

Although unphased, the estimated structure-factor 
amplitudes, {I G.I}, represent a very useful transforma- 
tion of the amplitude data for several reasons. First, 
they have been resolved from the transform of density 
fluctuations within the envelope, so they represent a 
simpler structure. In fact, the complexity of the 
envelope does not increase dramatically with the 
molecular weight of the unit-cell contents, because 
large macromolecules tend to remain globular. 
Second, because contributions from the protein and 
solvent regions are antiparallel, reflections with a 
large sensitivity to contrast have very large I G.I values, 
in some cases an order of magnitude larger than the 

i corresponding I Fo~,.~l. Simulations of the behavior of 
I G.I with resolution using coordinates from known 
crystal structures confirm the expectation that the 
mean power of I G, I, weighted by the square of the 
resolution, is very much stronger than that of Ah at 
low resolution. The steep decline in the mean power 
of IG~I with increasing resolution implies that the data 
set {IG,I} is, in some sense, complete at very moderate 
resolution limits. Finally, since the indicator function 
is by definition equal to its square, its sampled trans- 
form satisfies a Sayre equation (Sayre, 1952). 

- Psolv x IGhl 

-F<Pprot > x IGhl ~lxl ~ 

(a) 

~ F - >  F + ==> Y positive 

/" 

F+> F -  ==> Y negative 

(b) 

Fig. 1. Structure-factor vector relationships in the contrast-vari- 
ation method.  (a)  The important  'masking'  effect of  the solvent 
regions, and the relationship between parameters G, X and Y, 
estimated by program GFROMF. (b) Anomalously scattering 
solvents can help determine the sign of the  imaginary component ,  
Y, of  the fluctuation term for acentric reflections. 

The set of structure factors {[Gh[} therefore should 
exhibit similar propert ies-  simplicity, large normal- 
ized moduli, and connectedness through Sayre's 
e q u a t i o n - t o  those that make small-molecule data 
sets amenable to solution by traditional direct 
methods. These parallels between the set {IG.I} and 
structure-factor data to atomic resolution for a small 
molecule underlie our motivation to use contrast vari- 
ation in this way. Our plan for phase determination 
separates into two distinct tasks: 

(i) Phasing the {IG.I} to determine the molecular 
envelope, using the fact that they behave similarly to 
structure factors for a small molecule. 

(ii) Phasing the observed structure-factor ampli- 
tudes using estimated phases available from the {A,} 
(Fig. la ) ;  restrictions imposed by the envelope; and, 
in the present case, phase restrictions due to the 
sixfold noncrystallographic symmetry. 

2. Results 

2.1. Determination of the origin and expression of 
averaging transformations for the local 32 point group 

Type ll* crystals have unit-cell parameters a =  
157.7, b = 88.4, c =90.8 /~ ,  /3 =91.7 °. The crystallo- 
graphic asymmetric unit contains three enzyme 
dimers, arranged with 32 point-group symmetry so 
as to produce an approximately trigonal lattice with 
P321 space-group symmetry at low resolution, on a 
unit cell similar to that originally described for type 
II crystals (Carter & Carter, 1979). These noncrys- 
tallographic symmetry elements were verified by 
examining the three-dimensional self-rotational 
autocorrelation function, and the native Patterson 
map. The self-rotation function shows a local three- 
fold axis nearly parallel to c as well as local twofolds 
near the ab plane (Figs. 2a, b). The native Patterson 
shows a pseudo origin peak at (0.5, 0.5, 0) relating 
local 32 symmetry groups (Fig. 2c). This peak is 
elongated toward +u and +w, indicating that the 
vector between local origins is either slightly shorter 
or slightly longer than (0.5, 0.5). The two different 
vectors represent alternate choices for the origin. 
Both origin and orientation can therefore be specified 
using only this information. Averaging transfor- 
mations were obtained by specifying an origin 
(0.245, 0.5, -0.012) and orientation for the 32 point 
group, and using symmetry operations from the space 
group P321. 

The solvent-accessible volume, estimated from the 
molecular weight, is about 55% of the asymmetric 
unit. The noncrystaliographic symmetry and large 
solvent-accessible volume of these crystals offer sub- 
stantial phasing power. Phasing power has been esti- 
mated several different ways. It is certainly inversely 
related to the fractional volume of the chemical asym- 
metric unit, and has been estimated as ( N V / U )  t/2, 
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where N is the redundancy  due to noncrystailo- 
graphic symmetry (Bricogne, 1974, 1976). For these 
crystals this value is about 3.6, representing the 
at tenuation of root-mean-square noise expected from 
each cycle of averaging refinement. Arnold & Ross- 
mann (1986) have suggested the criterion P =  
[ ( N f ) / R x  V / U ]  1/2 as a measure of potential map 
quality, where f is the fraction of the data collected 
and R is an index of the accuracy of the structure- 
factor ampli tudes.  With this relationship,  and the 
assumption of an R factor of 2.3% (see Table 1), 
this P criterion can be estimated to be about 240 for 
this crystal form, about twice the value for the most 
favorable case cited by Arnold & Rossmann.  

2.2. Contrast-variation data se ts -  equilibration and 
data collection ( Crumley, 1989) 

Equil ibrat ion of type II* crystals with alternate 
solutions is complicated by their high equi l ibr ium 
solubility (2.8 mg ml - l)  in their native mother  l iquor 
( 1 . 8 M K H 2 P O 4 ,  prepared from a 2:1 mixture of 
mono- and dibasic salts to achieve a pH of 7.5 2 m M  
tryptophan,  5 m M  MgOH, 0.1 m M  phenylmethane  
sulfonyi fluoride, 1 4 m M  /3-mercaptoethanol).  We 
therefore prepared protein-saturated mother  liquors 
of different electron densities for several solvents 
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Fig. 2. Origin and placement of the local 32 point group in type 
II* crystals. (a) Self-rotation function polar angle map, section 
K = 120 °, showing the orientation of the local threefold axis 
approximately 5 ° away from e*, which is at the pole. (b) Self- 
rotation polar angle map, section K = 180 °, showing the orienta- 
tion of the three local twofold axes, also rotated about 5 ° from 
the horizontal. The direction q~ = 90 ° corresponds to the crystallo- 
graphic b axis. (c) The native Patterson map, section v=0-5, 
showing the pseudo origin peak that arises from vectors between 
atoms at ditierent local (P321) origins. The insert shows the 
region around the peak itself, and demonstrates that the peak 
is elongated along the uw diagonal, consistent with the fact that 
the a axis in type II* crystals is slightly longer than the long 
diagonal of the P321 unit ceil. 

before transferring crystals. Crystal stabilization 
time and prior history of solvent transfers are also 
important  variables. Successful equil ibrat ion of 
crystals with alternate mother  liquors required the 
following steps. Crystals grown in 1"8 M KH2PO4 
were first stabilized by a 3-4 week incubat ion 
in 2 . 4 M  KH2PO4. Then they were transferred 
individual ly  into sitting drops of the new mother  
liquor. Several such transfers were made before 
mount ing crystals for data collection. We have used 
X-ray data for three solvents: 2.25 M Li2SO4, 
0"5 M NH4CH3CO2 (p,.=0"387), 2"4 M KH2PO4 
(p~=0"412),  and 4 . 1 M  (NH4)2SeO4 (p.~=0.455). 
Transfer to the selenate solvent required prior 
equil ibrat ion to phosphate-buffered 3.5 M 
(NH4)2SO4 lacking f l-mercaptoethanol .  

To avoid corrupting low-resolution reflections by 
shadowing,  a beam stop was constructed from stain- 
less steel tubing 1.6 mm in diameter,  filled with a 
concave lead insert. This beam stop was placed 4.0 cm 
from the crystal and translated to a slightly eccentric 
position, in order that reflections with resolution 
greater than 95 ,~ would be free of its penumbra .  A 
single multiwire area detector (San Diego Multiwire 
Systems, San Diego, CA) was used to record images. 
Al ignment  of the crystal and detector were deter- 
mined using software developed by L. Weissmann,  
and images were integrated using PROFL, a program 
with three-dimensional  graphic presentation of  selec- 
ted reflection profiles written by F. Hage. Virtual films 
within a data set were scaled using the Fourier surface 
scaling program of Weissmann (1982). Statistics for 
these data sets are assembled in Table 1. 

2.3. Scaling and estimation of {IG, I}: program 
G F R O M F  

Contrast-variat ion data sets were s imultaneously 
placed on a common scale and used to estimate IGI, 
1XI and I YI using a program called G F R O M F  
because it produces {IG, I} from the {IF~obs.,I} (Carter 
& Bricogne, 1987). G F R O M F  incorporates two levels 
of  non-l inear  least-squares refinement. The scheme is 
similar to that used for mult iple- isomorphous-  
replacement  phasing. An inner loop over reflections 
carries out refinement of  local parameters G, X and 
Y from scaled data by least-squares minimizat ion of 
the closure-error residual defined using (4), summed 
over the contrasts. The algorithm used for global scale 
constant refinement in the outer loop involves modify- 
ing the partial derivatives of calculated structure fac- 
tors to reflect entra inment  of  these values by changes 
in the scale constants, as put forward for MIR par- 
ameter refinement by Bricogne (1982b). 

To verify its functionali ty,  procedures were 
developed to generate s imulated data sets from pub- 
lished coordinates for solved structures. Electron 
density maps  were generated from protein coordin- 
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Data set 
name 

22Y87 
9D86 
18S87 

Solvent 
electron 
density 
( e A  - 3 )  

0.387 
0"412 
0.455 

T a b l e  1. Summary of contrast-variation data sets 

% Resolution R,* 
Bijvoet asymmetric limits (% on 

differences unit (~,) intensities) Observations 

95 95 -5.3 4.50 28197 
100+ 95 -3.8 4.18 60656 

+ 95 95 -5.3 14.30 5636 

* R, = L~2 , , l < /<h>>-  t,(h>l/S,S,,<t~h)>. 

Unique 
reflections 

9143 
25092 

1428 

ates in the absence of contrasting solvent (the Fprot 
map) (CCP4, 1986). These maps were processed to 
generate maps of the indicator, Xu (by replacing 
values above a threshold by 1 and those below it by 
0 while effecting a smoothing of the boundary to 
preserve the relationship X v _ u = l - X u ) ,  and the 
fluctuation density {by replacing values inside the 
envelope by [p(x)-(pprot)]} after accumulating the 
necessary statistics from the maps (Carter, Dumas & 
Bricogne, unpublished; Dumas, 1988). Fourier inver- 
sion of these maps gave simulated values for IG.I, 
Ix,  I and J Ynl. These simulations verified quantitatively 
the relationships illustrated in Fig. l(a) .  The Fpro, 
map was then modified by replacing solvent pixels 
with a constant electron density and applying the 
same smoothing algorithm. Maps were generated for 
solvent electron densities of 0.36, 0.38, 0.40, 0.42 and 

i 0-44e A, -3 and inverted to give simulated {JFobsJ}. 
Program G F R O M F  correctly rescaled misscaled con- 
trast-variation data sets, and faithfully recovered I Ghl, 
IxJ  and I Yhl from the simulated {IF'oh,I} to within the 
precision of the simulations. 

With the type II* experimental X-ray contrast- 
variation data, the scaling algorithm proved to be 
stable and convergent. Repeated use of the program 
with various combinations of the measured contrast- 
variation data in Table 1 and other sets measured 
subsequently have given {IGJ} sets which scale to 
each other with R factors of about 20%. S2-weighted 

150000 
A 

~ 100000 

v 
50000 

0 ' 
0.00 0.05 0.10 0.15 0.20 

Sin 0/~, 

2011001} 

Fig. 3. Spherically averaged intensity distributions of the scaled 
data sets used to estimate {IGhl} values. Values in each bin were 
weighted by the square of the mean reciprocal-lattice vector 
magnitude, (d*)2, and thus represent the mean scattering power. 
[] 22Y87; • 9D86; • 18S87. Data sets have been scaled with 
scale constants determined by GFROMF. 

radial intensity distributions of the scaled data sets 
are compared as a function of the resolution in Fig. 3. 

As expected, many I Ghl values estimated by 
G F R O M F  are very much larger than any of the 
corresponding observed Fob,, values. Two examples 
showing the effect of contrast variation together with 
estimated I Ghl and Ah values are shown in Fig. 4. In 
both cases the I Gh[ values are about an order of 
magnitude greater than the largest I F'obs[. 

2.4. Phase determination 

Results described below represent a successful 
application of this approach to the task of determin- 
ing the molecular envelope to 18/~ resolution. Initial 
phase determination for the {IGh[} proceeded as 
follows: 

(i) Reflections with integral trigonal indices were 
reduced from the native P2~ lattice and merged to a 
single asymmetric unit in the low-resolution space 
group P321. [Ghl values were estimated from the 

hkl = 060 

F3 

-0.455 x IGI 

-0.412 xIGI 

F2 
~ ' , , x  ~ -0.387 xlGI 

F 1  

I)ESCINI)ING: x ~gmfi > 0 

K]I = 1479411 

I','1 = 5U(I 

II:obsl I = 17~o7 
IFob~12 = tJtIS I 
[:ob~ ~ = 5:';114 

hkl = 221 

I -0.455 x I(]1 1 

I .0 412xlGI 1 IGI : 10512,, 

87 xlGI lyl = 174 

, IFobsll = 6611 

II:ob,;13 = I 175; 

0425 xl('l l 
~ / A S C E ' N  D;NG : x 'signifi . . . .  ly '~0 I 

Fig. 4. Examples of the behavior of two acentric reflections from 
the type II* contrast-variation data sets. Harker diagrams are 
shown for the 060 and 221 reflections. Both reflections are intense 
and both have strong sensitivity to contrast. The two reflections 
show opposite dependences on contrast, because the real com- 
ponent of the fluctuation term is large and of opposite sign in 
the two cases. 
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trigonally averaged asymmetric units of the contrast- 
variation series to a resolution of 18 A, at which the 
monoclinic indexing reduced to trigonal indexing 
with merging Rsy m values less than 0.25. Beyond this 
resolution, the merging Rsy m r o s e  steeply to more than 
0.45. 

(ii) Normalization of these amplitudes by conven- 
tional methods based on assuming a random distribu- 
tion of atoms is inappropriate, due to unique charac- 
teristics of [G.I values, which were summarized in a 
previous section. Nevertheless, the simulated data 
sets provided the basis for an empirical calibration 
for the expected magnitudes of the largest unitary 
structure factors, and an absolute Gooo for the experi- 
mental data set was estimated from the volume 
occupied by protein in the type II* unit cell and the 
mean electron density of protein. Together, these 
values were used to estimate the absolute scale of the 
{IG.I}. Unitary structure factors obtained using these 
estimates, without exponential correction, were then 
converted to normalized structure factors using an 
effective number of atoms determined by the condi- 
tion that it should produce a reasonable number of 
[G . . . .  [values greater than 1.0, and a r.m.s. [G . . . .  [ 
value as close as possible to 1.0. Strict adherence to 
the latter criterion failed to yield enough large nor- 
malized magnitudes to permit phase determination, 
but a modest relaxation (r.m.s. IG . . . .  [of about 1.5) 
succeeded. 

The effective number of atoms corresponds roughly 
to the number of group scatterers evident at low 
resolution, analogous to the 'globs' considered by 
Harker (1953). The pronounced peak in the radial 
intensity distributions shown in Fig. 3 provides an 
independent gauge for the volume of these scatterers, 
and hence for their number. It is consistent with an 
average diameter of about 10.5 A, or a group volume 
of about 600 ]k 3. Roughly 75 such scatterers would 
be necessary to fill the expected volume of the protein 
subunit, leading to an N 1/2 value of 8.7. In fact, we 
used a value of N ' /2= 6.3 in the normalization pro- 
cedure. This surprisingly good agreement confirms 
the earlier suggestion (Bricogne, 1984) that structural 
hierarchy in proteins will lead to a strengthening of 
phase relations at low resolution; it also places the 
effective number of scatterers in the range (<80 atoms 
in the P321 asymmetric unit) for which traditional 
direct methods have proven effective. 

(iii) 34 reflections with IG . . . .  [ >  1"0 were phased 
by convergence mapping and tangent-formula 
refinement of 32 different phase sets using the direct- 
methods package M I T H R I L  (Gilmore, 1984) with 
the default options. Of these phase sets, seven had 
combined figures of mer i t>  2.8. The corresponding 
electron density maps were examined for chemically 
reasonable features. The most important of these 
features included a globular density distribution 
removed from the local threefold axis, but close 

(a) 

X ) 

A 

(b) 

Y ) 

tc) 

Fig. 5. Evolution of the type II* envelope electron density. All 
three maps show sections z -- - 1 / 12 to 1 / 12 in 1 / 12ths. Contours 
shown range from 0.7o" to 10o" in increments of 2o-. (a) The 
map based on 34 reflections, using averaged structure factors in 
space group P321, and phased by convergence mapping and 
tangent-formula refinement. (b) The same map after expanding 
reflections to the native monoclinic (P2,) unit cell. Note the 
nearly absolute symmetry in interactions of each "subunit" with 
both its neighbors, i .e. the map is completely ambiguous with 
respect to the enzyme molecular dimer interaction. The hexagon 
represents the envelope boundary, within which averaging was 
carried out. The circular wedge was omitted from each vertex 
of the included volume for the first averaging cycle. (c) The 
noncrystallographic-symmetry-averaged map, based on 206 
reflections to 18/~ resolution. Note that the dimer interaction, 
which was ambiguous, is clearly indicated by stacking of density 
from the upper darkly-shaded monomer directly on the lower 
lightly-shaded monomer, and by the absence of contact between 
dimers in the asymmetric unit. 
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Table 2. Comparison between structure factors before and after phase refinement by sixfold noncrystallographic 

N u m b e r  o f  R fac tors  
ref lect ions  Init ial  Final  

65* 0.45 0.19 
1411 0.60 0.42 
206~ 0.51 0.28" 

symmetry averaging 

Cor re l a t i on  coefficients  M e a n  p h a s e  changes (  ° ) 
Initial Final  Initial Final  

0.44 0-95 20 44 
0-57 0.81 66 81 
0.63 0-95 52 69 

* Reflections expanded to P21 from the 34 strongest reflections phased initially by M I T H R I L  in space group P321. 
"t Reflections phased initially by truncating negative densities. 
~: Overall totals for all reflections. 

enough to it to form convincing dimer contacts 
between peaks related by the crystallographic twofold 
directions. This requirement is imposed by the fact 
that the enzyme is a dimer while the asymmetric unit 
(in P321) contains a single monomer. The seven 
phase sets included three pairs which gave identical 
electron densities, further limiting the selection. Of 
the four remaining maps, two were rejected out of 
hand because density was concentrated on a threefold 
axis. The other two had substantially similar density 
distributions, differing only in the relative density at 
different locations. One of these showed an arrange- 
ment of electron density near the crystallographic 
twofold axis in P321 that could be interpreted as a 
dimer interaction. This electron density distribution 
had the highest combined figure of merit and was 
most consistent with the known chemical properties 
of the enzyme, including the expected dimer interac- 
tion. It was therefore selected for subsequent phase 
development by rotational averaging in space group 
P21 (Fig. 5a). 

(iv) Phased reflections at this stage were expanded 
to the monoclinic lattice (Fig. 5b). 

(v) All negative density values were reset to zero 
using the absolute scale and Gooo values determined 
in (ii), and the resulting map was inverted to provide 
phases for all 206 reflections on the monoclinic lattice 
to 18 ,~ resolution. 

(vi) Calculated structure-factor amplitudes from 
this map were replaced by the corresponding 
observed I Ghl values. An envelope corresponding to 
the entire volume of the crystallographic asymmetric 
unit was constructed by sectioning a prism with a 
hexagonal cross section bounded by the X axis and 
running from Z = - 0 . 5  to 0-5 (Fig. 5b). In the first 
averaging cycle, a fraction of a small cylinder was 
omitted from the edges of this prism. Seven cycles of 
rotational averaging within this envelope (Bricogne, 
1976) were applied to produce a map with an R factor 
of 0.28 for agreement between observed and averaged 
amplitudes (Fig. 5c and Table 2). 

2.5. Features of the synthetase envelope in type II* 
crystals 

A balsa-wood model constructed using the lowest 
significant contours of the 18 A map is shown in 

Fig. 6. Although no information beyond the local- 
symmetry-averaging transformations was introduced 
during phase determination, this envelope map is 
strikingly informative. The following factors argue 
that the envelope we have determined has many cor- 
rect features: 

(i) The six monomers in the asymmetric unit are 
arranged around the local origin in such a way that 
they can form dimers across the local twofold axes. 
32 symmetry was imposed, but no constraint was 
placed on where density should appear. This feature 
was inherent in the choice of the 34-reflection trig- 
gonal phase set with the best combined figure of merit, 
and, although less clearly apparent, is also charac- 
teristic of the second-best phase set. 

(ii) Monomers are paired unambiguously such that 
there are three continuous regions of electron density, 
corresponding to dimers, about the local threefold 
axis. This feature was not apparent in the initial 
34-reflection map; it emerged decisively after non- 
crystallographic averaging (Fig. 5c). At the current 
resolution, the actual boundary of each monomer 
cannot be resolved, either with respect to the putative 
dimer interface or with respect to the packing contacts 
between molecules along the c axis. 

(iii) The dimer has an overall length of about 150 ,~ 
and a girth of about 35 A for an axial ratio of about 
4.3, consistent with its limiting diffusion coefficient 
in dilute solution (4-5: 1; unpublished measure- 
ments). The volume of the model accounts for about 
45% of the unit-cell volume, in keeping with expecta- 
tion that six dimers with a hydrated volume of 
1.0 c m  3 g - i  will occupy 0.48 of the unit cell. 

(iv) Each end of the dimer associates with the tips 
of five other monomers from other local 32 point 
groups. Together with the dimer interaction, these 
lattice contacts provide 'periodic bond chains' 
accounting for crystal growth in all principal direc- 
tions. Although the dimer contacts are unambiguous, 
those between the 'tips', while extensive, are not as 
well delineated in the map. This property is consistent 
with the fact that these interactions connect unit cells 
along the c axis, which assumes at least two slightly 
different /3 angles in type II* and type II crystals 
(Carter & Carter, 1979). 

(v) Monomers appear to contain two 'domains '  of 
unequal size. The dimer interface occurs between the 



66 DIRECT PHASE DETERMINATION FOR A MACROMOLECULAR ENVELOPE 

smaller domains, which account for about 30% of its 
mass. The larger domains at the tips account for about 
70% of the mass. The enzyme is susceptible to limited 
proteolysis, which produces two unequal fragments 
of approximate Mr =25 000 and 12000 (Winter, 
Hartley, McLachlan, Lee & Muench, 1977; Coleman, 
1988). The smaller fragment contains the amino ter- 
minus, the larger fragment contains the carboxy ter- 
minus of the polypeptide (Winter et al., 1977). 

The model (Figs. 5c and 6) is distinctly non- 
centrosymmetric, owing to the disposition of the 
'neck' connecting the two domains. The initial 34- 
reflection map was essentially centrosymmetric, so 
this property of the electron density was induced 
during the sixfold averaging in space group P2~, 
probably by the tilt of the local threefold axis with 
respect to the envelope. We cannot, of course, deter- 
mine the correct molecular enantiomorph from the 
available data. 

2.6. Transport of  the envelope to another crystal form 
of  the same protein (Coleman, 1988) 

A proper analysis of the correctness of this direct- 
phase determination will be presented once the 
answer is known with certainty from a higher-resol- 
ution structure. However, the unusual crystal poly- 
morphism of the tryptophanyl-tRNA synthetase 
already provides an exacting and purely crystallo- 
graphic test for the validity of this envelope. The same 
envelope, probably with some conformational 
changes, should be compatible with the different crys- 
tal forms we observe for differently ligated forms of 
the protein. We have transported the envelope to the 
unit cell of type IV crystals, a tetragonal form [space 
group P4~212 or its enantiomorph; a = b = 60.9, c = 
234.4/~ (Caner  & Coleman, 1984)] in which the 
asymmetric unit is a monomer. Molecular and crys- 
tallographic symmetry restrictions in this cell limited 
the degrees of freedom for the search to a rotation 
about the crystallographic dyad, and a translation 
along it. The orientation of the envelope in the type 
IV cell was fixed by the use of cross-rotation function 
maps. The translation along the dyad was fixed by 
fitting the envelope to one gold and three mercury 
heavy-atom sites which have recently been deter- 
mined for type IV crystals using anomalous scattering 
for the gold and successive derivatization of the non- 
isomorphous gold derivative with mersalyl to form 
an isomorphous pair (Coleman, 1988). As shown in 
Fig. 7, the smaller domain of the envelope fits nicely 
to the four heavy-atom sites. Three of the four sites 
lie precisely on the surface of the envelope, the fourth 
lies within 3 A of it. 

Despite a profound difference in unit-cell size and 
shape, space-group symmetry and lattice contacts, 
the envelope affords a convincing packing arrange- 
ment that fills the unit cell with few packing incom- 

patibilities. In contrast to the cylindrical interwound 
packing in type I I* crystals, packing in type IV crys- 
tals occurs in layers of parallel dimer molecules, 
elongated in a direction close to the ab plane, each 
of which rotates by 90 ° along the c axis (Coleman, 
1988). The sole packing conflict occurs between the 
distal tip of one molecule and the domain at the dimer 
interface of a neighboring molecule along a and b. 
This contact could be resolved by a slight hinge 
bending motion between the two domains. Conforma- 
tional differences are expected between the two crys- 
tal forms (Andrews et al., 1985; Merle et al., 1986). 

3. Discussion 

3.1. Comparison with other synthetases 

The mass distribution in the enzyme is similar to 
that in the tyrosyl-tRNA synthetase (YRS), which 
also has a large domain close to its dimer interface, 
and for which the dimer has an overall length of 
about 130,~ (Irwin, Nyborg, Reid & Blow, 1976). 
The actual length of the tyrosyl enzyme is not cur- 
rently known because disorder in the crystal prevents 
visualization of about 100 amino acids at the C ter- 
minus, which would presumably increase its length. 
In YRS a large domain near the interface contains a 
nucleotide binding site with numerous connecting 
loops (Blow et al., 1983). These connecting loops 
account for most of the additional mass of YRS, 
compared with that of tryptophenyl-tRNA synthetase 
(WTS). The overall organization of WTS, judged from 
primary sequence alignments (Webster, Lathrop & 
Smith, 1987) suggests that it also contains a mono- 
nucleotide binding fold at its amino terminus, as does 
YRS. The fit of the envelope to the type IV crystal 
mercury sites also suggests that the small domain 
contains the only three cysteines in the sequence and 
hence that it represents the segment thought to con- 
tain the nucleotide binding fold (Winter et al., 1977; 
Webster et al., 1987). Thus, the envelope map at this 
resolution is entirely consistent with what is known 
of its primary structure and those of other synthetases. 
Just how extensively this apparent similarity at low 
resolution persists when the path of the main chain 
emerges for the tryptophanyl enzyme will be an 
important question. 

3.2. Experimental determination of  a macromolecular 
envelope using direct methods 

This work constitutes a genuine extension of the 
use of amplitude information directly in ab initio 
protein crystal structure determination. The approach 
used here differs substantially from direct phasing 
methods used previously for macromolecules 
(Bentley et al., 1984; Moras et al., 1983; Podjarny, 
Rees et al., 1987), which used refinement of 
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Fig. 6. Photographs of a balsa-wood model constructed from contours of the 18 A electron density map of the molecular envelope 
from type II* crystals. Views are approximately down the symmetry directions of the non-crystallographic 32 point group, and the 
model represents an asymmetric unit containing three enzyme dimers. Each dimer contains one red and one yellow subunit. (a) View 
approximately down the local threefold axis. The extended tips of the six monomers in the asymmetric unit lie about 60 A from this 
axis, whereas the putative dimer interface lies close to it, giving rise to a pronounced six-pointed 'star of David' in the hkO projection. 
(b) View approximately down a local twofold axis. The dimer is elongated by a factor of about 4: 1 and is somewhat curved, giving 
rise to the appearance of coiling of the dimers to form the crystallographic asymmetric unit. The trimeric association of enzyme 
dimers has not been observed in solution, and probably occurs only under conditions of crystallization. 

Fig. 7. The molecular envelope of the tryptophanyl-tRNA synthetase dimer obtained for type II* crystals fitted to four heavy-atom 
sites in the type IV crystal unit cell. The square box outlines a region in the ab plane containing four 60.9/~ type IV unit cells. The 
diagonal indicates a crystallographic and molecular twofold axis at Z = 1/2. The positions of three mercury atoms (red, blue, and 
white) and a single gold (yellow) are indicated on each subunit. 

[ to face  page 66 
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pseudoatoms against the native X-ray or neutron 
structure factors. They also used a contrast which 
masked one of two components in the unit cell, which 
permitted molecular replacement with a known 
model. The following features are unique to our 
approach: 

(i) We have used experimental X-ray intensity 
measurements to determine envelope amplitudes, 
{IGhl}. This approach differs markedly from other 
methods for envelope determination, all of which 
require some prior estimation of the electron density 
and hence of phases for the observed structure factors. 
Although multiple data sets were measured, their 
purpose was not to generate phase information by 
triangulation, but to transform the amplitudes into a 
set representing a simpler structure at higher contrast, 
and which therefore is considerably more robust with 
respect to the behavior of statistical direct methods. 

(ii) Phase determination was model-independent 
and hence freer of built-in biases. The only sources 
of phase information used in the procedure were the 
statistical correlations between the amplitudes them- 
selves, and the non-crystallographic symmetry. No 
assumptions were made regarding the shape of the 
chemical asymmetric unit, e.g. that it was ellipsoidai 
or composed of ellipsoidal 'pseudoatoms'.  The 
envelope within which density was averaged 
coincided approximately with the crystallographic 
asymmetric unit, and thus introduced minimal a priori 
information regarding where the protein was likely 
to be located. The resulting map therefore resembles 
a protein, not an aggregate of spheres. It is distinctly 
not ellipsoidal, nor is it easy to envisage a comparable 
map based on any combination of pseudoatoms. 

(iii) Although the resolution ofthe map represented 
in Fig. 5 is modest by comparison with the majority 
of new macromolecular structures, we are now in a 
position to apply the phase-determination algorithms 
proposed by Bricogne (1982a, 1984, 1988). 

3.3. Extension of  this approach to direct-phase 
determination 

Finally, two comments should be made with regard 
to extending this approach to higher resolution: 

(i) We have phased reflections thus far more or 
less in order of their importance: the 34 phased reflec- 
tions from tangent formula extrapolation are indeed 
the most important in defining the molecular shape. 
They are not necessarily the strongest low-resolution 
reflections, but are experimentally the most sensitive 
to contrast variation. Their phases will exert a strong 
influence on all phases yet to be determined by con- 
straining them to introduce new structural detail only 
within the envelope. Knowledge of the envelope and 
the averaging transformations should provide con- 
siderable phasing power for phase extension (Arnold 
& Rossmann, 1986; Podjarny, Bhat & Zwick, 1987). 

(ii) Although the number of reflections in a shell 
increases with the cube of the resolution, this increase 
is compensated by the increasing detail of the 
molecular envelope, which permits increasingly large 
steps for phase extension (Arnold & Rossmann, 
1986). Entropy maximization has been shown to be 
very powerful once a structure is known to moderately 
high resolution. One such refinement for the crambin 
structure at 3 A resolution extrapolated correct 
phases and amplitudes to 1" 5 A resolution (Bricogne, 
1984). Similar successes have been reported recently 
in the resolution range 5-3/~ (Prince, Sj61in & 
Svensson, 1988). Experiments are now under way 
using entropy maximization to extend phases for 
{]Ghl} beyond 18 A. 
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Abstract 

The largest likely R factor is useful for evaluating 
the significance of R factors obtained in structure 
determinat ions,  and is smaller  in fiber diffraction than 
in tradit ional crystal lography.  Very simple approxi-  
mations to functions used to calculate the largest 
likely R factor in fiber diffraction are derived. For 
example,  the largest R factor (R, ,)  for m overlapping 
terms is very well approximated  by R,,-~ 
(2 / r r )  ~/2 m i/2. These are a useful alternative to the 
exact, but quite complicated,  expressions derived pre- 
viously. More significantly, they provide insight into 
the behavior  of  R factors in fiber diffraction and may 
be useful in further analysis. 

I. Introduction 

The largest likely R factor (that for a structure uncor- 
related with the correct structure) is a useful yardstick 

0108-7673/90/010068-05503.00 

for evaluating the significance of  R factors obtained 
in structure determinations.  The largest likely R factor 
for single crystals was determined by Wilson (1950) 
and has recently been determined for fiber diffraction 
(Stubbs, 1989; Miilane, 1989a, b). R factors in fiber 
diffraction are generally smaller than in single-crystal 
analyses because the diffraction pattern is cylindri- 
cally averaged.  The R factor depends on the number  
of overlapping complex Fourier-Bessel  structure fac- 
tors at different positions in reciprocal space, and 
therefore on the diameter  and symmetry of the 
diffracting particle and the maximum resolution of  
the diffraction data. The largest likely R factor in 
fiber diffraction, while easily calculated, is a rather 
complicated expression involving special functions 
(Millane, 1989b), making its interpretation obscure. 
Approximat ions  to largest likely R factors in fiber 
diffraction are derived here by developing asymptot ic  
approximat ions  to components  of  this expression. 
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